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CHANGELOG

• the previous version ef this file had the

letters n  and N mixed . In

The correct convention :

N is f- ,
the SIZE et the random  matrix

.

•
more consistent  usage  of Y for  a

GUE

instead of X
.



Empirical eigenvalues distribution
.

suppose X is  a
N×N random  matrix  with

( random ) eigenvalnes 1,1
,

... .

,

In
€ €

µ×=£? of:| III.III.on the .at

RANDOL probability mea.ae  on
IC

gives full information about the eigeauolnes of X.

TYPICAL GOAL :  show  some

"

law of large  number
"

for µ×

as N - a



Moments method :

if X is  not hermit 'an
,

k this hint ef  information

§ 2h dµ× =

f-
Tr X is Not helpful.

-

if X=X* is hermitian
,

-
random  variable !

random  variable .

An
, ... ,

]
,✓

€ R and there

is  some chance  of  success

E §idµ×
= §i En =

EIIX
"

÷
- random

probability
measure  on  ¢

good for  understanding Ik

average  eiqenvolnes
distribution

.

Var §dµ×
= VarIIX "

if X=X* is hemitian
,

this  is  a  real - vohea  random

variable
.

Small variance = law of
lh.ge numbers .



moments and convergence of measures

→ [ Ms ] Section 2.1
.

Probability measures  on R

moments

Convergence  in  moments

weak convergence  of probability measures

measures determined by moments

Carlemaa 's criterion

Hint :  if 72,2¥
.

=  +  a the  moment problem
is  determinate

Convergence in moments ✓ s

weak Convergence



Convergence  in  moments  is usually disdained

by probabilist's . For  example : the limit  might

be not unique .

However
,  

in the non . commutative  setup we

Cannot really form . late " weak convergence of

probability measure ,

"

and we have to

stich to  moments
.



Magic  of centered Gaussian distributions
.

Claim
.

Suppose joint  distribution  of the family ( Xa )
of  random  variables  is  centered Gaussian .

Then

EXaXa . :X
.

. =L M EX
. .X ...

i

T= { hitan
,

In
, . }

,
-

/
-

.

'

.

-

}
covariance

IT is  a pairing of [ n ] :={ 1,2 ,
...

,  
a)

Exercise :

prove  it !
→ [ Ms ] Section 1.4

.



Complex Gaussian  distribution
.

random  variable Z has Complex Gaussian  distribution

if joint  distribution  of X= the 2 and Y= Im 2 is

Gaussian .

our favorite example : 2= Xii Y

with X. Y - Nl 0,82 ) and independent .

EZ=0

Ez2= E ×
'

- 72+2 ; XY = 0

E -22 = O

E ZI = E 1212 = E ×2+y2= 282
,

if you  work with complex . valued  random

Variables
,

covariance ,  involve  random  variables

AND their  complex  conjugates .

afraid of  complex  random  Variables
?

always  can translate everything to

the
...  and lm

. . .



Ginibve ensemble .

is  a N×N matrix  with entries (fig )
(the fij ,

In fij ) - family of  independent Gaussian
%

random  variables

~ NIO
,

82 )

Exercise
.

Write  a  computer p.og.am  in  some fancy
language which → generates  a Gin .be

random  matrix
,

→ calculates  its ( complex ! )
eigenvalnes ,

and  → plots then  on the plane .

Play with the pros .am for large N

Hint :  use Sagetlath

(the distribution  of )
Ginibre ensemble can be uniquely determined by

saying that @ the joint distribution of (Ref,j ,
In.fi ,

. ) is

centered Gaussian
,

�2� Specifying the covariance :Efi
; fue = 0

EFF
= O C=2z2

Efi
;

Fe=[i=k][j=e
] C



→[MS ] Seton 4.3
,

exercise 2
.

Exercise
.

Suppose that X is  a  random  matrix

from the Ginibre  ensemble and

M
, ✓ are  unitary matrices .

Prove that UXV is also  a random

matrix from Ginibve  ensemble .

Hint .

-

Calculate the covariance of the Gaussian

random  variables of the f- .m

4 u ,Xu >



GUE

Suppose X is  a  random  matrix from Giniae  ensemble
.

we  say that Y't XtX* is a

GUE ( Gaussian Unitary Ensemble ) random  matrix .

The distribution of a GUE random  matrix  can be

uniquely determined by saying that the entries

( gj ) of 7 form  a complex

centered Gaussian  random Vector with

←j= gji

-
�2� Et gijgee

= E(fij+fI)(faetfu ) =

-

= [
=e][j=k]

2C

2C = ¥ preferred normalization  wed by Mingo  and Speicher .

2C=f another  normalization  met by M&S



Exercise
.

Suppose 4 is  a GUE and

U is  a unity matrix
.

Show that 6761 is  a
GUE

.

"

every orthonormal base  of eigenvectors has  equal probability
"

.

Exercise
.

Describe the Joint probability
distribution  of the random  Variables

( Re gij , lmgij )
;<j ,

( gii )
;

Meditate about the difference between the

diagonal and the off . diagonal entries
.

Exercise
.

Traditional computer  experiment

Concerning the eigenualues .

Hjnt :  use HISTOGRAMS



Genus expansion . for GUE

→ [ MS ] Seton 1.7

Section 1.8
.

E f. 2

"

dµ ,
=

= E tr Y
"

= E nttr 7
"

=

.
. .

F
normalized trace

Hint !

24+1

Etr Y =O

for obvious  reasons .



Genus expansion . for GUE

normalize tau
→ [ MS ] Section 1.7

| y
Season 1.8

.

A

F E } 9in :c gizi , gi , in giais
.

. . . .

gin ;
.

=

In
,

. ' . IIZH

[
 " online trace

= F- µ
# toed hoops - k - ,

[
produced by covariance .

ftiiiii:En



Mingo  and Speicher

Genus expansion . for GUE [ section 1.8 ]
have alternative technology .

r

E } gin , ; gizi , gi , in giais
.

. . . .

gizni .

=

In
,

. ' . IIZH

ftp.i.a.fi#))piaaons

T

oriented

surface with boundary .



•
1

Ii€3na°%ii.Iii.ci
. .

⇒

#\µ)) Ribbons I

oriented

surface with boundary .

boundary =  a number  of circles S ?

don't like  surfaces  with a boundary ?

glue  a  dish to  each circle S^
.

→ Connected
,

oriented

surface without boundary .

Euler characteristic
V = 4k

X= 2- 2g = V - E +

F=E=4k+2k

F=1+k+

| =4k - 4k -2k + t.tk + # loops = # loops

genus
= f- k

+
# loops

# loop,  - k - 1 = -2g ✓ '



normalized trace

|
r

F E } 9in :c gizi , gi , in giai ,

ii. . .

gin ;
.

=

In
,

. ' . IIZH

[
 " online trace

= f- µ
# toed hoops - k - ,

=[
produced by covariance .

7 -
^

= .2 ¥ =L Ftn
T



leading contribution -

genus =O requires  some  arguments

sphere
→ [ MS

,
Section 1.8 ]

limety
"

f
= # Non -

casing partitions
.

on

=
[ 2h ]

= G Catalan  number

| =÷nl%

T.nu
.

the limit exists and is finite

= §÷tJtF x" dx =

this  shows that the

MEAN eigenvalnes  distribution 2

E µ× converges to

semicircular en µ , .

= § ×

k

$µsc

which is  nice
,

but  not

exactly what  we  want .



Etty
"

= C
.

+ #

§xeee .

GOE is  a hermitic
symmetric,

veal valued matrix

defined similarly as GUE

except that C0MPLE×GAussiA=
is replaced by REAL GAUSSIAN

.

What changes  in the above calculations  when

GUE is  replaced by GOE ?



Alternative viewpoint from T.MS
,

Seton 1.8 ]
.

y
' ' tool on the left indices ! "

± 111
N E } ^

gi@2iD3gQ4gOO.i

. . .

gin ;
.

=

In
,

. ' . IIZH

"

# closed loop,
"=

= # cycles  of HE )

y= ( 1,2 ,
. . .

,
2h ) fuel forward yde

IT E Szk permutation  which corresponds to

the
pair

- partition .

µ
# tit - K . 1



# pit - k - a = ?

�1� length on the group

Sn
181

=n
- # 8

the minimal number  of fate ,
to  wife 8 as

a product of transpositions .

@ |y| { IYII + IFY

2k - # p E 2k - # OF + 2k -#I
T K

# rit E ktt
.

when triangle inequality becomes  equality
?



→

→ Philippe Diane
.

Some properties ef
Crossing ,  and partition ,

,

Discrete  MATH 1977

[ Section 1. 3.3
,

Theorem ^ ]
.

Biane 's  result
.

Given partition IT of [ n ]={ 1
,

. .  -

in }
.

Encode I as  a permutation from Sn

MM this  is  a  very clever

; ; ; ; ; idea
.

We  will come

#
back to  it  while

•

•  . studying Weingarten
✓ # calculus

partition IT is Now crossing iff

|yl - ITITIT "y\

COROLLARY :
 we count NON CROSSING PAIR PARTITIONS

.



genus expansion for Covariance

EHYA

) Hr

9)
=

÷E?÷ .

⇒gift?ofi. inGia+.ia#aniaFTime
 in

.

=

i€¥9ai¥;•%
.

0  a  •

÷2 Ex



genus expansion for Covariance

EHYA
) Hr

9)
=

=¥n÷x
- .

¥€→,+¥→.*
!

 Ty u  Tz

§ [
pairing of Latt ,a+2

,
... ,a+b }

(
pairing ef { 1,2 ,

... ,a
}

\
Cartesian product

= ?y ¥.IL,
than

ten



Gv ( tr

Ya
,

tr

Yb
) =

I±E±n÷
- n n

OFOof u u

Minimal possible value  of X = ¢=
two spheres ;

not possible because

of wnnetceoneis

= 2
= to gun  dish '

connected by a pipe =

=  single sphere .

Gu (

+79
,

tyb
)=O(nt )



Ty .

The spectral measure  of a
GUE random

*

matrix converges to the semicircular law
.

as its sire tends to  infinity .

*
convergence  in the following senses

:

→ almost  surely .

this
requires putting GUE random

Mafia ) into the sane

( product ) probability space .

→ in probability .

the topology of  weak convergence  can be

metrized
.

The  convergence IN PROBABILITY

can be formulated for metric  spaces .

Hint : Chebyshev 's  inequality Bad - Catelli llama

IPIK- #21 > e) { Va¥


